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Abstract

The Michelangelo dynamic 3D scanner uses stereo
rangefinding along with strobe illumination to capture 3D
information at 25 frames per second. The configuration al-
lows rapid motion within the capture volume to be frozen
into a series of virtual sculptures. Textured strobe illumina-
tion is used for range data and plain strobe illumination for
colour data. We present examples of data captured with the
system along with measurements of the tolerances attained
in the measurements.

1. Introduction

The Faraday Laboratory at the University of Glasgow is
currently developing a dynamic 3D whole body scanner.

The basic concept is to equip a studio space such that the
”working volume” of the space is imaged from all directions
using fixed stereo-pairs of TV cameras [4][8]. The stereo-
pair images collected by the camera pairs is then processed
using photogrammetric techniques developed by the Turing
Institute, Glasgow, to create a spatio-temporal 3D model of
this space. So now we have a full 3D model of all the action
(being up-dated in real-time), that can be viewed from any
direction, are able to track all of the action and also com-
press this action within a data structure that accommodates
information about the objects in this 3D space and how they
change over time a true 3D movie.

The concept sounds radical, but is based on the culmi-
nation of over a decade of research into 3D imaging by
Turing Institute and now in collaboration within the 3D-
MATIC Faraday Partnership (operating within the Comput-
ing Science Department at Glasgow University). Turing de-
veloped 3D imaging software[11][7], called C3D, that pro-
cesses stereo pair images to generate 3D models. In fact,
C3D automates the processing of several stereo-pair views
of a subject into a set of 3D views which are then integrated
into a single model.

1.1. Related work

The most effective techniques for generating 3D static
photo-realistic models of real human are called scanning
techniques. Several methods can be used: laser beams
[6] and CyberwareTM [1], structured light technique [10]
or photogrammetry [4][8]. Their accuracy is usually suffi-
cient for getting very realistic 3D models, whose accuracy is
about 1mm. Moreover colour pictures are mapped on these
models what ensures photo realistic appearance.

The main difference between the results these full body
scanners provide is about the type of data they can capture.
Indeed very few of them have short capture time. The com-
mercial scanners, based on laser beams and structured light,
have a capture time of about 15 seconds, whereas the ones
using photogrammetry only need few milliseconds. Obvi-
ously only the later type of scanners has the potential of cap-
turing moving subjects. A part from the team presenting this
paper, we know only one other research team whose aim is
the generation of true 3D movies using scanning technol-
ogy: they are part of the British company TCTiTM [5] and
have not published any result yet.

Other works are focused on getting sequences of 3D data
of moving objects. The Robotics Institute of Carnegie Mel-
lon University has an interest of capturing and analysing
3D human motion. For that purpose they built a “3D
room” which is a facility for 4D digitisation: a large num-
ber of synchronised video cameras (49 according to [2])
are mounted on the wall and ceiling of the room. How-
ever they do not have reported the generation of any 3D
models using their “3D room”, they seem to be more inter-
ested in analysing motion [9]. It is also worth mentioning
the work by [3]. They designed a colour encoded struc-
tured light range-finder capable of measuring the shape of
time-varying or moving surfaces. Their main application
was about measuring the shape of the human mouth dur-
ing continuous speech sampled at 50Hz. Since their system
is based on the continuous projection of a colour encoded
structured light, their technics has some limitations com-



Figure 1. Proposed Layout of the Scanner

Figure 2. A pod

pared to ours. Their structure light can only be projected
from a single direction, therefore they cannot get a full cov-
erage of 3D objects. Moreover the capture of the texture of
3D objects is not possible.

1.2. Configuration

The intended configuration of the scanner is shown in
figure 1. The subject will be imaged by a total of 24 TV
cameras arranged in threes. We term a group of three cam-
eras a pod. Eight pods, arranged at the corners of a paral-
lelipiped will image the active volume.

The process of 3D capture relies upon flash stereo pho-
togrametry. Each pod (see fig 2) has one JAI CV-M70
colour and two Sony XC55 black and white cameras. Asso-
ciated with each pod are two strobe lamps, one of which is
a flood strobe, the other is fitted within a modified overhead
projector.

Associated with each pod is a PC with two frame grabber
cards: a Correco Viper RBG card for the colour camera, and
a Correco Viper Quad card for the black and white cameras.
Each pod is supplied with a feed from a master sync signal
operating at 25Hz.
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Figure 3. A interconnection of pod compo-
nents

The sequence of stages required to capture image and
range data with a pod is :

1. The M70 accepts a master sync pulse and opens its
shutter.

2. The M70 then triggers the flood strobe which provides
a 7�s flash.

3. The flood strobe trigger is input to the Viper Quad
framegrabber which, after a delay of 100�s triggers
the monochrome cameras and the strobe projector. The
delay is sufficient to allow the colour camera to have
closed its shutter.

4. Images are then downloaded from all cameras to the
frame grabbers before the next master sync pulse.

5. The frame grabbers DMA the images over the PCI bus
into main memory on the PC.

The PCs have 1GB of main memory allowing over 500
frames to be captured in a single sequence. Once captured,
the data is written to file for processing by the ranging soft-
ware.

The monochrome images of the subject illuminated with
a random dot pattern are used for stereo range finding. The
colour images illuminated with uniform white light are used
to capture the surface appearance of the subject. The total
capture time for the monochrome + colour images is un-
der150�s. This is sufficient to ensure that even a subject
moving at 10M/s will have moved less than 2mm during
the capture process. The equipment is thus suitable for the
capture of very dynamic actions, e.g., martial arts katas.



Figure 4. Calibration target viewed by one pod

2. Data capture, processing and results

In order to build 3D models from the data captured by the
scanner previously described, the cameras have to be cali-
brated, e.g. the detailed geometric configuration of all the
cameras have to be known. It is done by localising target
circles on a calibration target of accurately known dimen-
sions [7] (see fig 4).

Once the capture has been done, the stereo matching pro-
cess is applied to each stereo-pair images (see Table 1). The
stereo matching algorithm we use is a patented algorithm
[11] based on multi-resolution image correlation.

The algorithm takes as input a pair[l; r] of monochrome
images held as two dimensional arrays of 32 bit floating
point numbers. It outputs a tripple[x; y; p] of images again
in 32 bit floating point format wherexij specifies the hor-
izontal displacement in pixels of pixellij to the matched
point in imager, yij specifies the vertical displacement in
pixels of pixel lij to the matched point in imager, 0 <

pij < 1 specifies the correlation between the neighboury-
hood aroundlij and the matched point in imager. We will
denote the overall matcher as the functionmatch(l,r
!x,y,p) .

The matcher is implemented using a difference of gaus-
sian image pyramid, and an inner matching functionin-
nermatch(l,r !x,y,p) with the same functional
form asmatch .

The outer structure of the algorithm is

1. Construct difference of gaussian pyramids for the im-
agesl; r call theseL;R whereL0 is the base of thel
pyramid andLt is the uppermost plane on the pyramid.
The top layer of the pyramid is 16 by 12 pixels in size
for a base of 640 by 480. We callc the current level of
the pyramid.

2. Setc t.

3. Apply the functioninnermatch toLc; Rc.

4. If c = 0 then exit.

5. Use the resultingx; y images to perform a pixel by
pixel warp of the imageRc�1. Thus if the estimated

disparities from matching at layerc were correct, im-
ageLc�1 would now be identical toRc�1, occlusions
permitting. To the extent that the estimated disparities
were incorrect there will remain disparities that can be
corrected at the next layer of the algorithm, using infor-
mation from the next higher waveband in the images.

6. Decrement c.

7. Return to step 3.

The functioninnermatch proceeds as:

1. For each pixel positionij in l take a 5 by 5 neigh-
bourhood centered onli;j and computes its correlation
with the corresponding neighbourhood in the imager

and also with the neighbourhoods centered onri�1;j ,
ri+1;j , ri;j�1 , ri;j+1.

(a) A polynomial is fitted through the 5 correlation
values and the maximium of the polynomial is
detemined.

(b) If that is within the range of the initial search the
relative coordinates of the peak are returned as
xij; yij.

(c) If the coordinates of the imputed correlation peak
are outwith the search window, then the relative
coordinates of the highest measured correlation
are returned.

Note that the coordinates will typically be fractional
rather than integral numbers of pixels.

2. Having determined an imputed peak in the correlation
function which may be on fractional pixel coordinates,
the correlation function is recomputed using these co-
ordinates to givepij .

3. Perform a smoothing operation on imagesx; y using
a unique unitary kernel for each pixel position, the
weights of which are derived from a normalisation of
the corresponding neighbourhood in imagep. This al-
lows disparities whose values are more certain to bleed
into the areas for which the disparity is less certain.

The outputs of the stereo matcher are disparity and cor-
relation maps (see Table 2). These maps combined with
the calibration file of the associated pod allow the genera-
tion of a range map, i.e. the map of the distances between
each pixel and the coordinate system of the pod. The three-
dimensional coordinates of those pixels are calculated using
a pinhole-based model for the cameras.

Finally we deal with the triangulation of those points. We
implemented a method which is based on the fact we digi-
tise continuous objects. This can be expressed by the con-
tinuity of the disparity values within the disparity map. We
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Table 1. Input images

Disparity maps (x,y) Correlation map

Table 2. Output from the matcher

proceed as follows: given a point in the disparity map with a
disparityd1 we look for its neighbours within the disparity
map and we only triangulate them if they have a disparity
d2 that satisfies :

d1 � d2 < Threshold (1)

A threshold of 1 gives us the results which are shown in Ta-
ble 3. The generation of photo-realistic models is achieved
by mapping the colour pictures taken by the colour cameras
to their corresponding triangulated meshes.

3. Accuracy of the system

Whereas there are many systems allowing 3D captures,
very few of them provide figures about the accuracy of the
data captured. Actually no methodology exists in the UK
to test 3-dimensional capture systems in order to determine
whether the data they produce is fit for purpose. In order to
measure the precision of our dynamic 3D scanner, we cap-
tured 20 sets of frames of a 3D object whose dimensions are
known with a very high precision: a ping-pong ball bounc-
ing on a table (see Table 5, left column). Its diameter, at
rest, was measured as being 37.63mm +-0.02.

Using the process described in the previous section, we
built 20 3D models of this bouncing ball. Since we want to

Mesh Views of a 3D model

Table 3. Face model

Table 4. Views of the ping-pong ball

fit the model of the ping-pong ball on spheres, we want to
analyse only the 3D data of the points belonging to the ball.

Since the method used during the correspondence pro-
cess generates a continuous disparity map, we need to dis-
tinguish between points that are within the object to digitise
and points in the background. We have implemented an al-
gorithm based in the variation of the pixel grey values for a
given window, if this variation is lower than a given thresh-
old we remove this from the disparity map.

From this filtered disparity map, we compute the three-
dimensional coordinates of the points, the results are shown
in Table 4, where are shown different views of the digitised
scene.

Once the model is generated, we select interactively the vol-
ume of interest, i.e. the ping-pong ball, using a 3D box. In
average the ball is defined by 2606 3D points.

Finally we deal with the fitting of these 3D data to a
sphere using the following method.

Given a set of points(xi; yi; zi) which should satisfy the
following equation

(x � xo)
2 + (y � yo)

2 + (z � z0)
2 = R2

where(x0; y0; z0) is the centre of the sphere andR is its ra-
dius, we compute the sphere variables we need to minimize
the energy function:

E(x0; y0; z0) =

mX

i=1

(Li �R)2 (2)

whereLi =
p

(xi � x0)2 + (yi � y0)2 + (zi � z0)2 and
m is the number of points we have.

To get the radius we can derive this expression with re-
spect R to obtain:

@E

@R
= �2

mX

i=1

(Li �R)



and setting equal to zero
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Proceeding the same way deriving equation 2 with re-
spectx0, y0 andz0 we get:
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On Table 5, we show the 20 frames of the left camera
which were used for building the 20 3D models. The cen-
tral column shows the value of the radius and its standard
deviation for each model (in mm). The last point represents
the value of the average radius and its standard deviation for
the full sequence of 20 frames. The black thick line shows
the value of the radius of the ping-pong at rest (18.81mm).

If we analyse the different models separately, we see that
the data is concistent since the standard deviation is less
than 0.4mm, which is very close to the accuracy of the cali-
bration target (0.3mm). Moreover most of the radius values
are in a range of 1mm from the expected value, three values
are out of range by more than 1mm, we will speak about
them later. If we study the sequence as a whole, we see that
the average value of the radius (19.03mm) is very close to
the expected one (18.81mm), the standard deviation being
of 0.5mm.

On Table 5, right column, we show the measured altitude
of the centre of the ball (in cm). The curve corresponds to
the expected motion of a ball bouncing.

If we look at the three values, which seem to be out of
range, on the trajectory curve we notice that they correspond
to positions just after bouncing. We suspect that the differ-
ence between the radius measured by the scanner and the
radius of the ball at rest comes from the fact that the shape
of the ball is quite distorted after bouncing! Further studies
should allow us to validate this hypothesis.

4. Conclusion and future work

In this paper we described the dynamic 3D whole body
scanner we are developing and we presented some results
obtained with one pod. Moreover we measured the accu-
racy of the system by using a bouncing ping-pong ball. The

accuracy of the system was measured as being of 0.2mm
with a standard deviation of 0.5mm. That accuracy corre-
sponds to the accuracy of the calibration target we use. Fi-
nally our scanner seemed to be sensitive enough to detect
the deformation of a ping-pong ball after bouncing.

In the future, apart from building the whole body scan-
ner, we will investigate more precisely this deformation ef-
fect by capturing balls made of different materials. More-
over we will work with more accurate calibration targets to
improve the accuracy of the system.
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