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Abstract. We de�ne a true 3D �lm as a �lm that can be viewed from
any point in space. In order to generate true 3D �lms, the 3D-MATIC
Research Laboratory of the University of Glasgow has been developing
a capture 3D studio based on photogrammetry technology. The idea is
simply to generate 25 photo-realistic 3D models of a scene per second of
�lm. After the presentation of the state of the art in the domain, the core
technology of our dynamic 3D scanner is detailed. Finally �rst results,
based on a 12 camera system, are shown and the potential applications
of this new technology for virtual storytelling are investigated.

1 What is a true 3D �lm?

From the 30s onwards cinema has tried to create the illusion of the 3D image
by arti�cially reproducing binocular vision. The cinema aims to �lm separately
the same object from two angles corresponding to our binocular vision and to
project them onto the same screen. It only remains for each eye to select the
image, it is meant to receive, in order to recreate a 3D illusion. Special glasses
are used for this purpose. This technology has been quite successful considering
that nowadays such 3D �lms are o�ered every day in cinemas such as IMAXTM .

Since these �lms are �lmed from a speci�c viewpoint, spectators can only see
3D images from that viewpoint. For some people, it may be a bit frustrating,
they would like to see these 3D images from other view points: they would like to
see true 3D �lm. We de�ne a "true" 3D �lm as a �lm that can be viewed from any
point in space. Ideally spectators should have the ability to choose interactively
the position of the camera while watching these �lms; they should be able to

y over scenes of a �lm, as it is now possible to navigate through 3D virtual
reality environment using VRML browsers. In order to generate these true 3D
�lms, the 3D-MATIC Research Laboratory of the University of Glasgow has
been developing a capture 3D studio based on photogrammetry technology.

In this paper, we present the prototype of the 3D studio we are currently
developing. First we relate our research to previous work in the �elds of 3D
capture, modelling and animation of virtual humans. Then we describe the tech-
nology we developed and �nally we show some experimental results and o�er
some applications for virtual storytelling.



2 Related work

In spite of being a very active research topic, convincing animations of realistic
virtual humans have been demonstrated only in very few short �lms such as
"Tightrope" by Digital DomainTM and "L'Opus Lounge" with "Eve Solal" by
Attitude StudioTM . Two main challenges have to be addressed in order to gen-
erate such �lms: the creation of photo-realistic 3D models of real humans and
the realistic animation of these models.

2.1 Creation of photo-realistic 3D models of real humans

The �rst challenge is the creation of photo-realistic 3D models of real humans.
On one hand skilled designers are able to make human models using software
such as 3D Studio MaxTM . However since few months are necessary for the cre-
ation of a convincing model, they generally represent average humans, speci�c
�lm stars or athletes. On the other hand speci�c human models can be gener-
ated using automatic or semi-automatic techniques. There are mainly two main
methods: the deformation of generic 3D models and the generation of 3D models
using scanners. In the �rst case, pictures are mapped on a generic 3D model of
an average character, which has been scaled and deformed in order to match
the pictures. Blanz et al. generate faces from a single picture using a morphable
face model [1], which was built using statistics acquired from a large dataset of
3D scans. Hilton et al. map pictures of the full body of a person, taken from 4
orthogonal views, on a generic 3D human model representing both shape and
kinematic joint structure [6]. These techniques produce very realistic 3D mod-
els. However since they are based on only few pictures and a generic model, the
similarity between the human model and the generated model depends on the
viewpoint. The other way of generating automatically realistic humans is by us-
ing scanners. Several techniques can be used to scan a human body: laser beams
[17] and CyberwareTM , structured light technique [21] or photogrammetry [15]
and [18]. Their accuracy (about 1mm) is usually suÆcient for getting very re-
alistic 3D models. Moreover colour pictures are mapped on these models what
ensures photo realistic appearance.

2.2 Realistic animation of human models

Once these photo-realistic 3D models are available, the second challenge needs
to be addressed: their animation. There are many software allowing the ani-
mation of human like �gures using key frames such as MayaTM and Poser4TM

and a lot of work has been done in order to ease the way of generating poses
using techniques such as emotional posturing [3], [1] and genetic algorithms [4].
However, it is still a very long task and requires highly skilled animators to gen-
erate realistic motion. Therefore research has focused more recently on high level
techniques such as adapting reference movements obtained either by keyframing
or motion capture. The higher level of control provided reduces the animator's
load of direct speci�cations for the desired movement. Many approaches have



been followed such as the interpolation between keyframes of reference motions
[5] and [2], the generation of collision free motions [12] and the derivation of a
motion from a reference motion by adding emotions or behaviours to keyframes
[20] and [3]. In conclusion, a lot of work has been done in order to speed up
the process of generating realistic animations, but ultimately an animator is still
needed to set the �ne tunings.

2.3 3D Capture of human motion and shape

For the time being it seems that the only practical way of generating quickly
convincing 3D animations of human beings is to use real people as much as
possible: the actors should be scanned and their motions should be captured.
Therefore what is needed is a 3D scanner which would be able to scan a full
moving body in a very short capture time, in order to freeze the motion, and
would be able to scan this body, ideally, at a cinema or TV frame rate. Very
few of the scanners presented previously have a short enough capture time. The
commercial scanners, based on laser beams and structured light, have a capture
time of about 10 seconds, whereas the ones using photogrammetry only need
few milliseconds. Obviously only the later type of scanners has the potential of
capturing moving subjects. People of the research team of the British company
TCTiTM [16] work on the generation of true 3D movies using photogrammetry
based scanning technology, however no result has been published yet.

The Robotics Institute of Carnegie Mellon University has also an interest of
capturing and analysing 3D human motion. For that purpose they built a \3D
room" which is a facility for 4D digitisation: a large number of synchronised
video cameras [8] are mounted on the walls and ceiling of the room. Since their
main interest is the analysis of human motion [19], they have not developed
any advanced method in order to generate accurate 3D models. However using
silhouette carving, they managed to generate sequences of crude 3D models
which have allowed them to create amazing true 3D �lms (see [14]).

It is also worth mentioning the work by Monks [11]. They designed a colour
encoded structured light range-�nder capable of measuring the shape of time-
varying or moving surfaces. Their main application was about measuring the
shape of the human mouth during continuous speech sampled at 50Hz. Since
their system is based on the continuous projection of a colour encoded structured
light, their technique has some limitations compared to ours. Their structure
light can only be projected from a single direction; therefore they cannot get a
full coverage of 3D objects. Moreover the capture of the texture of 3D objects is
not possible.

3 Principle

Since realistically believable true 3D �lms cannot be generated easily using ani-
mation techniques, we o�er a totally new method: the capture of 3D data using
scanning techniques at a frame rate of 25 scans per second. The idea is simply



to generate 25 3D models of the scene per second of �lm. Since the capture time
of the scanner has to be very fast, we use a scanner based on photogrammetry
which has a capture time of few milliseconds [15]. Therefore that gives us the
ability to capture subjects at a frame rate of 25 scans per second. The prototype
of the 3D studio we are currently developing allows the 3D capture of a scene
�tting a 2 metres side cube, typically we can capture the motion of a single actor.
The con�guration of this scanner is the following: the scene will be imaged by a
total of 24 TV cameras arranged in threes. We term a group of three cameras a
pod. Eight pods, arranged at the corners of a parallelepiped will image the active
volume (see Fig. 1). For the time being only 12 cameras have been installed. A
more detailed presentation of our dynamic 3D capture system is given in [13]

Fig. 1. Con�guration of the 3D studio

4 Dynamic 3D data capture

The process of 3D capture relies upon 
ash stereo photogrametry. Each pod
has one colour and two black and white cameras. Associated with each pod
are two strobe lamps, one of which is a 
ood strobe, the other is �tted within
a modi�ed overhead projector which illuminates the scene with a random dot
pattern. At the rate of 25Hz successively, the colour cameras capture the scene
illuminated with uniform white light, and then the mono cameras capture the
scene illuminated with the texture. The total capture time is under 150�s. The
monochrome images are used for stereo range �nding and the colour images are
used to capture the surface appearance of the subject.

In order to build 3D models from the data captured by the scanner previ-
ously described, the cameras have to be calibrated, e.g. the detailed geometric



con�guration of all the cameras has to be known. Then once the capture has
been done, the stereo matching process is applied to each stereo-pair images.
The algorithm we use is based on multi-resolution image correlation [22].

The algorithm takes as input a pair of monochrome images and outputs a
pair of images specifying the horizontal and the vertical displacements of each
pixel of the left image compared to the matched point in the right image (see Fig.
2). The matcher is implemented using a di�erence of gaussian image pyramid:
the top layer of the pyramid is 16 by 12 pixels in size for a base of 640 by 480.
Starting from the top of the pyramid, the matching between the 2 pictures is
computed. Then using the displacements, the right image of the next layer of the
pyramid is warped in order to �t the left image. Thus if the estimated disparities
from matching at the previous layer were correct, the two images would now be
identical, occlusions permitting. To the extent that the estimated disparities
were incorrect there will remain disparities that can be corrected at the next
step of the algorithm, using information from the next higher waveband in the
images. Since at each layer, the two images are supposed to match more or less,
thanks to the warping step, only a neighbourhood of �ve by �ve pixels is needed
for each pixel in order to �nd the matching pixel in the other image.

Fig. 2. Input images and �nal disparity maps (x,y)



Once the stereo matching process is completed, the �nal displacement �les
combined with the calibration �le of the associated pod allow the generation of
a range map, i.e. the map of the distances between each pixel and the coordinate
system of the pod. Since the pods have been calibrated together, the 8 range
maps of a given time step can be integrated in a single coordinate frame. A
implicit surface is computed that merges together the point clouds into a single
triangulated polygon mesh using a variant of the marching cubes algorithm [10].
This mesh is then further decimated to any arbitrary lower resolution for display
purposes.

Fig. 3. Photo-realistic 3D model captured using 4 pods

The generation of photo-realistic models is achieved by mapping the colour
pictures taken by the colour cameras to the 3D geometry. On Fig. 3, a photo-
realistic 3D model, generated from four pods, is presented.

Imaging systems can o�er a coverage of 90-95% of the full human body.
Therefore the 3D models which are generated will not be complete, what is
not acceptable for most applications. However we have recently worked on the
conformation from generic models to 3D scanned data [7]. Consequently by con-
forming a complete generic model to our incomplete scanned models we can get
an approximation for the missing pieces of mesh. Regarding the missing pieces
of the texture, we will investigate the interpolation of the texture available and
the utilisation of the texture generated at other time steps when there is no
occlusion of the area of interest.



5 Results and applications

5.1 True 3D �lm

We present our �rst results, a true 3D �lm captured from four pods (head scan-
ner). In total this �lm is composed of 25 frames (1 second), which represents
150 MB of raw data and 80 MB of VRML and JPEG �les for a mesh resolution
of 3mm. The data were processed fully automatically using a network of 4 PCs
(PIII 803MHZ, 1GB RAM). The total computation time was of 38mn (25mn for
the matching process and 13mn for the generation of the 25 3D models).

Fig. 4. 4 frames of a true 3D �lm captured by one pod

On the Fig. 4 we show the four �rst frames captured by one of the four pods
and the corresponding 3D model generated from these pictures. The models are
shown from di�erent viewpoints. Obviously we do not think that pictures are
the best supports for showing our results (the �lm can be downloaded from our
web site [9]).

We think that this �rst true 3D �lm has achieved its goals. It demonstrates
that our technology is reliable and up to the challenge. First, one second of a
3D �lm can be generated automatically in a bit more than half an hour. And
secondly and more importantly the �lm is realistically believable, it looks like a
real �lm instead of a great achievement of computer graphics.



Obviously the main limitation of our 3D studio is that, since there will be
only 8 pods, it will not allow the capture of more than one actor at a time.
However that should not prevent the generation of �lm involving several actors.
Our 3D studio could be used as a 3D "blue screen" studio, where actors would
be �lmed separately in 3D. Then their 3D models could be integrated in any
3D environment (realistic or not) using classical 3D graphics techniques. In the
future, the 3D studio could be �tted by much more cameras which would allow
the generation of 3D �lms with several actors: the Robotics Institute of Carnegie
Mellon University has demonstrated that using 49 cameras placed at di�erent
viewpoints, it is possible to capture two characters interacting with each other
(see [14]).

5.2 Applications for virtual storytelling

The technology we have been developing gives the opportunity of telling virtual
stories with many new ways. We could classify these applications in two closely
related and often mixed categories: virtual storytelling based on virtual reality
and animation techniques and virtual storytelling based on cinema and special
e�ects.

Since the animation of virtual actors is still a very diÆcult task, real actors
could be �lmed in 3D using our studio and then these models would be integrated
in virtual environments. Obviously these data could be edited and modi�ed.
Some interesting opportunities come from the fact that as we generate models
using a marching cubes algorithm, a full sequence may be de�ned as a collection
of 4D voxels associated to texture maps. Therefore when a model is built for
a speci�c moment of the virtual story, it is possible to do it combining voxels
created at di�erent time steps. For example, we could visualise easily a scene
where the speed of light would have been slowed down to few metres per second:
the position of the extremities of the di�erent limbs of a character would be few
frames late compared to the position of the centre of the body.

In the near future we think that true 3D �lms will be used mainly at the
production level in order to generate �lms that could not have been generated
without our technology. At �rst, stories could be told by setting the position
of the camera without any physical restriction. For example the �lms could be
watched from the viewpoint of any character, human or not: we could imagine a
second release of the successful 1999 fantasy comedy "Being John Malkovich",
where the �lm would be shown from the eyes of John Malkovich! Secondly, stories
could be also told with di�erent sensitivities according to which pre-set path of
viewpoints is chosen: the focus could be set on di�erent characters such as the
victim or the criminal, or a �lm could be suitable for an adult public under a
speci�c viewing path and suitable for a younger public under a di�erent one. In
few years we should be able to o�er to the public a unique experience: a full 3D
immersion inside a �lm. By projecting the �lm using polarized light stereoscopy,
the spectator, equipped with glasses and a joystick, will have the possibility of
watching the �lm in 3D from any viewpoint they will navigate to.



Our technology is only at its prototype phase, but already many applications
have been foreseen. There is no doubt that we will have to wait for its develop-
ment and the involvement of more creative people in order to have a better idea
of its full potential.

6 Conclusion and future work

In this paper, after having presented the state of the art in the �elds of creation
and animation of virtual humans, we described the 3D studio we are currently
developing. Then we demonstrated the validity of the concept by generating a
true 3D �lm using a system con�gured for head scanning. Finally we o�ered
many applications of this technology for virtual storytelling.

In the future we will complete the system and optimise the computation,
specially the matching process which is the most time consuming. Moreover
since the amount of data that our 3D studio generates is quite important, we
will need to address, as well, the compression of our data and new representations
for 3D models.
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