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Abstract
We describe a new empirical approach to developing evaluation models, namely a validity-based evaluation model development process, using the argument-based approach to validity as a standard for assuring the appropriateness of intended inferences and subsequent decision making. Seven stages and corresponding sources of validity evidence are used to create an evaluation model. The validity-based development of the model is iterative in the sense that the model will be revised throughout the entire development and validation process. The methods used to create the model will therefore provide developmental validity evidence, culminating in an evaluation model with a strong form of construct-related validity evidence. That is, the evaluation model will have sufficient evidence to support its intended uses and inferences. To provide a practical example, the validity-based development of the Iterative Evaluation Model for Improving Online Educational Resources is described in detail.
Introduction
In the last four decades, evaluators have designed numerous evaluation models to guide evaluation processes. Evaluation models prescribe what evaluators ought to do and explain how to conduct a particular type of evaluation. Utility, feasibility, propriety, and accuracy are four areas defined by The Standards for Educational Evaluation, developed by the Joint Committee on Standards for Educational Evaluation (1994). Stufflebeam (2001) evaluated 22 evaluation approaches using utility, feasibility, propriety, and accuracy as evaluation criteria, and identified nine evaluation approaches as “the fittest”. He classified those approaches as approaches for continued use and development. These four broad standards are important for all evaluations and the models employed in an evaluation. They insure appropriate inferences from the evaluation results and ultimately provide a mechanism of defense for resulting decisions, or in other words, the validity of the uses of evaluation results.
Even though many evaluation models have been created, there remain many areas for which existing evaluation models are inadequate, including, for example, the specific needs of the evaluation of tools of technology in education. The first author identified a need for such a model and created a new evaluation model called The Iterative Evaluation Model for Improving Online Educational Resources (Ooms, 2005). The method used to create the model is a validity-based development process. We recommend that evaluators consider this validity-based development process as a model process, and use this validation process as a standard to develop and validate new evaluation models. Explication of the validation process will help to ensure that future evaluation models are relevant to the needs of the field and that their intended uses are supported.
Validity

Validity is a concept of quality related to the inferences and uses made from test scores or data more generally. “Validity is an integrated evaluative judgment of the degree to which empirical evidence and theoretical rationales support the adequacy and appropriateness of inference and actions based on test scores or other modes of assessment” (Messick, 1989, p. 13). “The process of validation involves accumulating evidence to provide a sound scientific basis for the proposed score interpretations” (AERA, APA, & NCME, 1999, p. 9). Thus, validation is determined by the adequacy of the evidence (Kane, 2001; Moss, 1995; Sax, 1997).
The authors of the Standards for Educational and Psychological Testing (AERA, APA, & NCME, 1999) recognized three categories of validity evidence: (a) content-related validity evidence, (b) criterion-related validity evidence, and (c) construct-related validity evidence. Content-related validity evidence is most appropriate for inferences made from a sample of items to a domain and is related to how adequately the content of the measurement tool or method represents the domain. For example, it is typically determined by an inspection of the items of a test. Criterion-related validity evidence is most appropriate for inferences related to the relationship between scores and an independent external measure, called the criterion. How well can we generalize from one score to other scores? How confidently can we generalize how well a person will do on a different task, given his or her results on the current task? Construct-related validity evidence is most appropriate for inferences from scores to certain psychological constructs, typically in a theoretical framework. Do we measure what we think we are measuring?
However, since the end of the 1970s, validity theorists have generally agreed that construct validity encompasses the whole of validity (Kane, 2001; Moss, 1995). Messick’s (1989) unified concept of validity represents the current view. Construct validity is “the totality of validity” and as such, has six aspects: (a) content, (b) substantive, (c) structural, (d) generalizability, (e) external, and (f) consequential (Messick, 1989; Messick, 1995; Sax, 1997). A typical question for each aspect is offered to describe its intent. Content aspects: How adequately do the items on an assessment represent the domain of the construct being measured? Substantive aspects: To what extent do the assessment tasks reflect an individual’s actual performance? Structural aspects: How appropriately do the scores or ratings represent the domain of the construct being measured? Generalizability aspects: How similarly do individuals or groups perform on the assessment? Is the assessment appropriate for all individuals in all settings? External aspects: How well do the items on an assessment compare to the items on similar instruments? Consequential aspects: Are the items on the assessment fair, unbiased, and useful?
Trochim (2004) stated that one should look beyond the simple validation of measures to the more broad case of operationalization validation. “Any time you translate a concept or construct into a functioning and operating reality (the operationalization), you need to be concerned about how well you did the translation. … Construct validity is the approximate truth of the conclusion that your operationalization accurately reflects its construct” (Trochim, 2004).
According to Messick, validation is a continuing process and is always incomplete, thus validation is “a matter of making the most reasonable case, on the basis of the balance of available evidence” (Messick, 1990, p. 2). Messick also differentiates between convergent evidence, which is evidence supporting the inferences, and discriminant evidence, which is evidence that discounts alternative inferences.

To secure useful, meaningful, and appropriate inferences and decisions based on evaluation results, validity must become a central tenet of any approach to evaluation. We argue that when an evaluation model is being developed, evaluators have the bets opportunity to ensure such outcomes.
Development of Evaluation Models

The reasons for the development of evaluation models can be conceived of in many ways. Evaluation models are developed, in part, to meet the needs of a vastly diverse society and the many programs, events, activities, and interventions that must be evaluated. In these times of accountability, evaluation is a centerpiece of decision making, providing needed information for improved decision making. The evaluation models currently in existence are varied and accommodating, but are unlikely to meet the demands of every potential target of evaluation or meet the needs of every stakeholder of an evaluation. To strengthen the development of new evaluation models, we propose a validity-based development process, grounding each stage of development in evidence that supports the intended uses and inferences of the results of an evaluation. This evidence-centered design approach will provide a strong basis from which the evaluation and evaluation-based decision making can be supported or defended.

In this section, we describe a validity-based approach to the development of evaluation models (see Figure 1). To clarify the approach, we employ the example of The Iterative Evaluation Model for Improving Online Educational Resources (IEM-IOER). The seven stages recommended to develop an evaluation model are: (a) a thorough review of the literature, (b) feedback from internal experts, (c) feedback from external experts, (d) field testing of the model with feedback of the users of the evaluation report, (e) evaluation of the evaluation model by the users of the evaluation report, (f) a reflective process by evaluator, and (g) validation by external experts.
A first version of IEM-IOER was developed based on a thorough review of the literature. Feedback on that first version was collected from local experts at the University of Minnesota, hereafter called internal experts, and the model was revised based on the input of those experts. Experts external to the University of Minnesota, hereafter called external experts, were asked for their input and the model was again revised based on their feedback. The model was then used to evaluate an existing online educational resource, the Web-based Assessment Resource Tools of Improving Statistical Thinking (ARTIST). The field-testing results of the model provided the opportunity to identify possible gaps by presenting evaluation findings to ARTIST directors and asking them about the completeness of the evaluation information. After the field-testing of the model, the evaluator conducted a self-reflection on the practical implementation and the efficiency of the evaluation model as an evaluator. Finally, after all the recommended revisions had been made, four evaluation experts and three educational technology experts were asked to validate the final model. Figure 1 contains a flow-chart of the validity-based development process of an evaluation model.
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Figure 1. Validity-based development process of an evaluation model.

A detailed description of the seven stages of the validity-based development approach and the sources of validity evidence they embody is presented below. For each of the stages we first give a description, secondly explain how it was conducted in the context of the IEM-IOER, thirdly identify the sources of validity evidence it provides, and finally describe how the model improved based on information gained during the stages.
Stage 1: Literature review.

The first stage of evaluation model development should be a thorough review of the literature, ensuring inclusion of all essential components and making use of existing research findings. Evaluation Model Version 1 was created based on a literature review. Thousands of articles have been published on the domains of evaluation and technology. Because of the specific nature of the IEM-IOER, a decision was made to perform a more specific literature search by focusing on articles related to the evaluation of online educational resources and evaluation models. ERIC was used to perform an initial search, entering the following keywords: (a) online, (b) website, (c) model, (d) educational resource, and (e) evaluation, and several combinations of those five keywords. Articles were selected based on their relevance to the topic. Additional articles were reviewed that were recommended by experts in related fields. The reference lists were then reviewed from the obtained articles, to identify additional works until the domain was exhausted.
A related literature that was reviewed and incorporated in the model is the information about existing evaluation models. Stufflebeam (2001) identified nine evaluation approaches as “the fittest”. These evaluation approaches are (a) decision/accountability approach, (b) consumer orientation approach, (c) accreditation approach, (d) utilization-focused approach, (e) client-centered/responsive approach, (f) deliberative democratic approach, (g) constructivist approach, (h) case study approach, and (i) outcomes monitoring/value-added approach.
After this thorough review of the literature, the IEM-IOER Version 1 was created by including all aspects and characteristics of online educational resources identified as necessary to achieve online educational resources of high educational value by experts and practitioners in the field of evaluation and educational technology and media. We also included the strengths of the nine evaluation approaches selected by Stufflebeam. In order to summarize the findings from the literature review, the results were categorized into four components of an evaluation process: (a) planning the evaluation, (b) evaluating educational value, (c) describing use of the educational resource, and (d) assessing educational impact. These four components were used to create a logical framework for the evaluation model. The model was initially designed to describe tasks, evaluation questions, justifications, recommended best methods, and sample questions for each of the four components of the evaluation process.

Validity evidence. The literature review can be conceived of as providing validity evidence in the traditional validation framework both in terms of content-related and construct-related validity evidence. The literature review provides a basis for developing a comprehensive list of the characteristics and essential or common core elements of the object or target of evaluation. The content specifications of the evaluation – those things to which we need to attend – are described. To the extent available in the literature, results can be culled that provide evidence of the meaningfulness or usefulness of various characteristics and elements of the target of evaluation. This ultimately provides validity evidence regarding the importance of the very thing being evaluated in a construct-related argument.
Stage 2: Feedback from internal experts.
We recommend using the input of internal experts as a second stage of evaluation model development. We expect that an evaluation model will be developed because existing models are not sufficient for a specific use or inadequate. This suggests that local experts may be involved in the initial decision to pursue the development of a new evaluation model. Internal experts are local experts in evaluation and/or the substantive area of the model. Here we explicitly recognize local experts as individuals with whom we may work on a regular basis or who otherwise know of our work (essentially colleagues and collaborators). Because the model is at an early stage of development, local experts are more likely to be tolerant of vagueness and limited clarity or specificity, and more likely to be constructive. The role of the internal expert is specifically designed to contribute to the development of the evaluation model, and as such is substantially different than that of the external experts described below.
For the development of the IEM-IOER, the internal experts included members of the faculty of the University of Minnesota, including an expert in evaluation theory and practice, an expert in educational measurement and evaluation, an expert in educational technology, and an expert in educational statistics. This final expert was important in the creation of the evaluation model because the model was developed initially to evaluate an existing online educational resource in statistics—an evaluation for which existing models appeared insufficient. 
A copy of the IEM-IOER Version 1 was provided to each internal expert and reviewed in a one-hour meeting. Additional discussions were conducted as needed to clarify aspects of the model and to clarify feedback from the internal experts. Based on the feedback received from these four internal experts, changes were made to the evaluation model and resulted in the IEM-IOER Version 2.
One example of a change was the decision to make the evaluation of online educational resources iterative. During discussions we realized that, given the changing nature of technology, and the need for continuous improvement, the evaluation model needs to be iterative. Therefore we moved away from summative evaluation of online educational resources. Formative evaluation of online educational resources is more appropriate for the purpose of continuous improvement of the resource.

Validity evidence. Similarly to the purpose of the literature review, internal expert review can provide both content-related and criterion-related validity evidence, supporting the earlier steps of model development and preliminary results. Internal expert reviewers often provide support for arguments as they are being built – validation is in part developing an argument that is reasonable and meaningful. Internal experts are an essential segment of the audience since the goal of evaluation is often adoption of findings or clarification of program functioning. Internal experts can provide a check on the reasonableness and meaningfulness of not only the argument being developed, but regarding the appropriateness of the supporting evidence. Maxwell (1992) refers to a form of internal validity evidence where individuals from the community involved in the evaluation review and comment on the evaluator’s interpretation and understanding of community-related input and characteristics – Does the evaluator see the program and interpret evidence, artifacts, and input, as do the participants or program personnel?
Stage 3: Feedback from external experts.
The model is now ready to be revised and critiqued by external experts. External experts can identify gaps in the model and can provide feedback about potential biases in the model. They bring a new perspective and a unique view to the model.
IEM-IOER Version 2 was revised based on the input of external experts. After receiving feedback from the four internal experts and revising the model, six external experts in both evaluation and educational technology were identified by the four internal experts. Four of the external experts were evaluation experts and held PhD degrees; two were faculty at two different universities located in two different states in the US and two worked at private evaluation companies from different states in the US. Two of the external experts were educational technology experts and worked as professors at different universities in different states in the US.

The six experts were contacted by e-mail to invite them to participate in the development of the evaluation model. After they agreed to give their assistance, they received the evaluation model through e-mail. Two to four weeks after they had received the model, one-hour phone interviews were held with five of them, asking for their thorough feedback on the evaluation model. During the phone interviews, external experts were asked to first provide a general statement about the model, and then walk through the model, to obtain feedback on each specific area. Two of the five phone interviews were digitally recorded, while notes were taken during each phone interview. Additionally, one expert sent an e-mail with comments and one other expert mailed a hard copy of comments. The one external expert that was not interviewed also mailed feedback and recommendations for improvement. The model was then revised based on their feedback. Notes taken during the phone interviews were read three times and the digitally recorded phone interviews were reviewed twice to make sure that every suggestion made that was consistent with the intent of the model was accounted for in the revised model.

Validity evidence. In a very similar way to internal experts, external experts round out the review of the current state of any evaluation model. What external experts can add to this review is an independent judgment of the reasonableness and meaningfulness of the evidence to support the development of an evaluation model. External experts can often bring additional information to the review because they are outside the primary program being evaluated or for which the evaluation model is being developed. This independent check provides a strong basis for the comprehensiveness of the evaluation argument, potentially providing significant support to the argument against alternative inferences.
Stage 4: Field-testing of evaluation model.
Field-testing of a model provides information about how practical, useable and feasible the model operates in practice. This stage is an essential step in the development of any tool, essentially serving as a pilot from which usefulness and functionality can be determined.
The field testing of the IEM-IOER took place concurrently with feedback collection from the external experts. Therefore, the IEM-IOER Version 2 was used for the field testing as well. Version 2 was used to evaluate an online educational resource. This actual use of the model provided a rich data source regarding its strengths and weaknesses from the perspective of the evaluator. To provide additional perspectives, the perceptions about the evaluation were gathered from the directors of the online educational resource as well. Version 2 was used to design and conduct the evaluation of the Assessment Resource Tools for Improving Statistical Thinking (ARTIST). The ARTIST project provides resources to statistics educators to help them improve their assessment practices in introductory statistics classes. The evaluation of the ARTIST Project was conducted based on the IEM-IOER. The model was used to guide the evaluation process, from planning the evaluation to selecting data collection methods to creating the data collection instruments.
The evaluator met with the ARTIST directors on a weekly basis to plan the evaluation, for a period of 4 months, to create the data collection instruments, to discuss strategies to motivate survey respondents to submit surveys, to select participations for interviews, and to direct the evaluation in appropriate ways. ARTIST directors were involved in the planning and decision making of every step of the evaluation, as directed by the evaluation model.
Six instruments were created and administered: (a) a pre-evaluation interview protocol, (b) a survey for ARTIST users, (c) a survey for non-ARTIST users, (d) interview protocol for frequent ARTIST users, (e) observation protocol for frequent Assessment Builder (an important component of ARTIST) users, and (f) observation protocol for first time Assessment Builder users. These instruments emanated directly from the evaluation model.
The data gathered provided both formative and summative information about ARTIST, meaning that the IEM-IOER allowed for both formative and summative evaluation processes. Formative information concerned the educational value of the online resource, namely information about the web design and the web content, and included recommendations for improvement of the design and the content of the web site. Formative information also concerned the use of ARTIST. We learned why and how users used the resource, and why non-users did not use the resource. This provided information about how to motivate non-users to consider and begin using ARTIST and improve the resource for existing users.
Summative information concerned the use of ARTIST and its educational impact. We learned that ARTIST is a valued resource and used by many introductory statistics educators. We also learned that the existence of ARTIST has had an impact on users’ assessment instruments and assessment strategies, but that it has not impacted instructional methods in noticeable ways. There was a gap in how the IEM-IOER was implemented in this field test. The standards, goals, and criteria for quantifying the quality of the resource had not been pre-determined during the evaluation planning of the ARTIST project. The lack of these standards and criteria made it impossible for the evaluator to make conclusions about the level to which the goals of the projects had been achieved. These results implied that standards, goals, and criteria for quantifying the quality of the resource needed to be established during the evaluation planning phase. Often, an important role of an evaluator is to help clarify goals, objectives, and performance standards and criteria if they exist, or if not, to provide a process for their development.
It is necessary here to state that summative evaluation in this context needs to be interpreted cautiously in the sense that only the current value of an online educational resource can be stated. The reason for this is, as discussed before, that the needs of society and the capacities of technology change rapidly.
Feedback by users of the evaluation report. IEM-IOER Version 2 was revised after receiving feedback from the users of the evaluation report (see Ooms, 2006, for the full evaluation). An evaluation report was created based on all data collected by the evaluator. During a meeting with the ARTIST directors, the evaluator reported on the evaluation findings. The directors received a copy of the summary of the findings, a copy of all instruments, and all raw data. The directors were invited to ask questions during the presentation of findings. After the reporting of the findings, the directors were again invited to ask additional questions. The rationale was that if the directors asked questions that could not be answered by the evaluator because of uncollected data, gaps in the evaluation model could be identified.
The evaluation findings were reported in terms of web content, web design, use of the educational resource, and educational impact. In terms of web content, the evaluation findings were positive and there was no need for action by the ARTIST directors. In terms of web design, survey results showed that some steps in the process of using ARTIST were identified as somewhat difficult to follow. In addition, observations conducted by the evaluator of people performing certain tasks with the online resource, enabled the evaluator to advise the ARTIST directors about potential changes to implement in the web design.

In terms of the use of ARTIST, some web pages are used more than others. Even more, some web pages are hardly used, but of the people who reported using them, the vast majority found them useful. The only question the ARTIST directors asked that the evaluator could not answer was: “Why do some people who visit the web site, not come back to use it?” The following evaluation question was then added to the model: Ask one-time users why they are not using the resource.
In terms of educational impact, based on the interviews reported, the author concluded that users of ARTIST have not implemented noticeable changes to their instruction. It was very clear that the users interviewed started to think about changes to their teaching, but had not made concrete plans to do so. There was definitely an impact on instructors’ perceptions, but it was impossible to evaluate the educational impact of ARTIST in terms of impact on the educational environment and student outcomes at this point in time.
A lesson learned here was that implementing Component 4 of IEM-IOER, the evaluation of educational impact, only makes sense if the web resource has existed for some time. Newly created online educational resources can not have an educational impact if instructors have not used the resource for some time. It takes time for instructors to take action based on the newly developed ideas. Therefore, some educational resources may not be ready to be evaluated in terms of educational impact. Based on this lesson learned, the author added to the model that a standard has to be set by the educational resource directors in terms of how soon they expect the program to have an educational impact. This standard can then be used when interpreting data or to make decisions whether to include that component of the evaluation.
Validity evidence. A field test of any instrument is a hallmark of the design process, particularly when the field test is done with a case from the intended population and includes a field test of the entire process. In the context of the traditional validity framework, it provides a form of criterion-related validity evidence. Validity evidence is required to support the uses of tools and instruments; clearly the usability of an evaluation model will be supported through a demonstration. As the implementation of a field test is monitored throughout the process, information can be gained about particular contextual and situational variables that inform the appropriateness of each stage of the evaluation.
Stage 5: Evaluation of the model by the users of the evaluation report.
We recommend using the feedback given by the users of the evaluation report as a fifth stage of evaluation model development. After receiving the evaluation report, two users, namely the ARTIST directors, were asked by the evaluator, to evaluate the evaluation process (i.e., the IEM-IOER). The instrument to evaluate the model was created by the author and included 8 questions. The 4 major questions were about if and how the evaluation met the program evaluation standards. Some additional items were also included about the strengths and weaknesses of the evaluation.
Feedback from both ARTIST directors suggested that the evaluation had met the standards for program evaluation in terms of utility, feasibility, propriety, and accuracy. In terms of utility, the educational resource directors reported that a lot of attention was spent on identifying a meaningful set of people to survey and interview, that the preliminary reports had been informative, and that the evaluator had been responsive to their questions and input, as well as to feedback from ARTIST users and non-users. They reported that major changes had already been made to ARTIST project products based on preliminary results, and that the evaluator had used feedback to effectively adjust evaluation protocols, surveys, and preliminary reports.
In terms of feasibility, the ARTIST directors reported that all aspects of the evaluation had been conducted within budgetary guidelines, and the results reported prompted changes in ARTIST products and web pages in response to user feedback. They reported that the evaluator had worked closely with them to ensure that all concerns and perspectives had been addressed by the evaluation procedures and tools.
In terms of accuracy, the ARTIST directors reported that they had been involved in every stage of the evaluation, including development, implementation, analysis and reporting of findings, and that the evaluator used methods that collected evaluation data in very systematic ways, ensuring the validity and reliability of the information. Analysis of qualitative and quantitative information had been thorough and reported in understandable formats. They reported that the evaluator conducted all additional analyses they requested and that the reports brought to light perspectives they did not anticipate. The ARTIST directors also reported that the evaluator offered alternative explanations for findings that have brought about more objective consideration of results. The information provided by the evaluation allowed them to judge the relative merit of the project at that time, indicated useful modifications, and prompted discussions of future extensions to the project.

In response to the question about elements missing from the evaluation, the ARTIST directors reported that nothing was missing. They reported that the evaluator worked closely with them, effectively responding to suggestions, as well as responding to feedback from participants. They reported that anything that could be pursued further had already been addressed. They reported that working as a team was the major strength of the evaluation and that the evaluator brought an overarching framework to the evaluation that ensured a thorough and systematic coverage of issues, provided very useful information for evaluating the impact of the project, and identified needed modifications and future directions.

A weakness of the evaluation resulted from the impossibility of having access to all potential users of the project. The ARTIST directors reported that the evaluator used all possible means to contact potential users through journal and newsletter announcements, as well as e-mail lists that were likely to include statistics educators. All response rates were higher than expected, but the evaluator could not ensure adequate representation of all groups of interest due to the voluntary nature of the surveys and interviews, as well as the difficulty in accessing all statistics educators of interest. Because of the broad accessibility of online resources, the population of users is inherently difficult to identify and reach. However, there may be online resources with well defined intended users (e.g., those that limit access) such that a form of probability-based sampling could be used to strengthen this component of the evaluation.
The stages of external expert review, field testing of the model, and evaluation of the model by the user of the resulting evaluation led to a third iteration of the model. IEM-IOER Version 3 was thus created.
Validity Evidence. Usability and acceptability by the user of the evaluation will be an implicit assumption when adopting any evaluation model. By asking evaluation users to review the evaluation model directly, additional information can be obtained regarding the meaningfulness and appropriateness of the approach – it is a direct examination of the process, the model, itself. This provides additional support in the realm of construct-related validity evidence: Does the model make sense to a user of the results? Because of the multifaceted and interactive nature of this stage, it provides significantly more evidence than what might be construed as face validity: Does it look like an evaluation model? We view face validity as an important tool to gain buy-in, participation, and acceptance, but believe it is a poor source of validity evidence in and of itself.
Stage 6: Reflective process by evaluator.
The current version of the evaluation model should be reviewed in a reflective process by the evaluator. As part of the validation process, the evaluator should reflect on the implementation of the evaluation model and make revisions to the model accordingly. Information used for this reflective process should not be limited to the evaluator’s experience from the field test, but include feedback previously received from the internal and external experts.
In the case of the IEM-IOER, it is unclear exactly when this reflective process started. Reflection likely began at the time or initial development of the model, whether explicit of implicit. However, it was after reporting the evaluation findings to the ARTIST directors that the evaluator more consciously reflected on the entire evaluation process. The conscious reflection was done over a period of three weeks. Specific periods of time were set aside for reflection where the evaluator took notes on the reflection. At times, significant consideration was given to particularly challenging issues in an attempt to search for solutions or resolutions deemed to improve the model. At other times, the literature had to be consulted again for deeper understanding.

The evaluator considered the following question: “Is conducting an evaluation based on this model doable?” The overall impression was that the implementation of the evaluation based on the model was very doable. Based on 2 online surveys, one for users and one for non-users; 7 one-hour interviews of frequent users; and 5 observations, 2 of first time users and 3 of frequent users, all data was collected that was needed to be able to report complete and useful evaluation findings.
A lesson learned here was that certain components of the model may not be applicable to newly created online educational resources. As was the case with the evaluation of ARTIST, the educational impact component could not be evaluated, because frequent users just had started to think about instructional changes and had not implemented their newly developed ideas in their teaching. This implied that standards for the timeline (When is it reasonable to see educational impact?) needed to be set during the evaluation planning stage, in agreement with the educational resource directors and stakeholders.


To continue the reflection, the evaluator considered the following question: “Does the data collected provide useful information?” The evaluation findings provided useful information for the ARTIST directors. For example, based on data from the observations the evaluator was able to give the ARTIST directors concrete advice on how to make changes to the web design with the goal to make the resource more accessible.
The evaluator considered: “Is the information complete?” The information provided during the evaluation report was complete. There was only one evaluation question that the evaluator could not answer. The evaluator recognized that one of the reasons why the information was so complete was that the evaluation instruments were developed in cooperation with the ARTIST directors, which calls for the importance of including stakeholders and educational resource directors in the evaluation process, as directed in the model. The evaluator had meetings with the ARTIST directors before and even during the process of the evaluation, and the evaluation instruments were developed with their cooperation. The ARTIST directors were actively involved throughout the evaluation; they had a voice, their voices were heard, and their requests were addressed.  Another reason why the information was complete was that the evaluation plan was flexible enough to address evaluation questions that emerged and the evaluation instruments were developed sequentially.

Working side by side with the educational resource directors, a flexible evaluation plan, and sequentially developed evaluation instruments resulted in an evaluation of ARTIST that was complete and useful. The implementation of the recommendations should improve this online educational resource.
The evaluator also reflected specifically on feedback from the external experts. The external experts had concerns about evaluation in general, including motivating people to submit surveys and determining whether people who submit the survey constitute an unbiased sample of the population. Although all issues raised were very important, they were not included in the evaluation model because they were more general evaluation issues, and because IEM-IOER is created to be used by professional evaluators, the assumption is made that professional evaluators have the knowledge and skills to handle these issues. From this reflection, minor revisions were made, resulting in IEM-IOER Version 4.

Validity evidence. It is more difficult to conceptualize the form of the validity evidence from a review of the model by the author. However, this stage allows for a concentrated effort to integrate information, evidence, and experiences for the purpose of making meaningful final modifications to the evaluation model. It is an opportunity to review and document the assumptions and arguments that are critical to support the use of the model (Kane, 1992). This activity is at the heart of the unitary conceptualization of validity.
Stage 7: Validation by external experts
Finally, after all changes were made to the evaluation model, a new version of the model and a validation instrument was sent to the external experts. The external experts were asked to what extent they agreed or disagreed with several validity-related statements about the evaluation model, because “validity always refers to the degree to which evidence and theory support the adequacy and appropriateness of interpretations and actions based on test scores” (Messick, 1990, p. 4).
The validity instrument was created by the evaluator and included four questions. The four questions were about the extent to which the external experts agreed or disagreed with the following statements: (a) this evaluation model is complete, (b) this evaluation model is accurate, (c) this evaluation model is practical, and (d) this evaluation model contributes to the fields of educational technology evaluation and research. The external experts were also invited to write additional comments.
Even though only four external experts replied to the request, their responses varied greatly. The responses of the external experts are summarized in Table 5.
Table 5
Validation Responses from External Experts
	This evaluation model…
	Disagree
	Somewhat disagree
	Somewhat agree
	Agree

	is complete
	1
	1
	
	2

	is accurate
	1
	1
	
	2

	is practical
	2
	
	1
	1

	contributes to the fields of educational technology evaluation and research
	
	3
	
	1


The external expert who disagreed mostly with the statements reported that he thought there were serious communication as well as methodological concerns. He did not go through the full document (he stopped at point 2a), because of other commitments. He reported that the issues were readily addressed, but that the model was not “ready for prime time.”
The external expert who somewhat disagreed with the statement that the model is complete reported that there were topics such as usability that were not addressed in sufficient detail. He somewhat disagreed with the statement that this evaluation model was accurate because he wrote that there were lots of spelling and word usage errors. He somewhat agreed with the statement that this evaluation model was practical and reported that he thought it was a starting point. He also reported that as a conceptual model, this was a start, but it was unclear to him how or why an evaluator would use this tool. He reported to find it too vague to be practical and that the specific questions to ask, observations to make, rubrics for scoring, survey forms, etc. were needed to make it more than a set of suggestions of what to look for and some methods to use while looking.
The third external expert reported to agree with the statements that this model was complete and accurate, disagreed with the statement that the model was practical, and somewhat disagreed with the statement that the model contributes to the fields of educational technology evaluation and research. She wrote that the model seemed quite “involved” and was therefore not sure if it would be practical. She reported that because the model was so complete, it makes it not practical.
The fourth external expert reported to agree with the statements that this model was complete and accurate. He reported to agree to the statements that this model was practical and contributes to the fields of educational technology evaluation and research. He reported that the model identified four major components, and that the author described several sub-components in component 2, evaluation of educational value, and component 4, evaluation of education impact, which were very useful in understanding the overall model. He suggested developing descriptors or subcomponents for component 1, evaluation planning, and component 3, evaluation of use of educational resource, as well. Overall, he reported to think that it was a straight forward approach and made sense to him.
Validity evidence. This final review by external experts does not provide a unique source of validity evidence given the evidence that has been accumulated throughout the development of the evaluation model. However, it does provide for a final external independent check of the model, whereas earlier accumulation of evidence more directly applied to earlier versions of the model allowing for an iterative evidence-based approach to development. Appropriate use of the evaluation model requires validity evidence that directly supports the use of the final form of the model. Certainly, the evidence produced during each development stage provides support for the direction the development is taking. Grounding each stage in the framework of validation supports the continued development of the evaluation model and provides support for the end product.

Discussion
The scientific method used to develop this model is the argument-based approach to validity, where one collects evidence to build the validity argument. Evidence from seven different stages was used to build the argument for the validity-based development of the model: (a) the creation of the model using the findings of the current literature, (b) input from internal experts, (c) input from external experts, (d) field-testing of the model on an existing online educational resource and getting feedback from the users of the evaluation report, (e) evaluation of the evaluation by the users of the evaluation report, (f) self-reflection of the evaluator, and (g) final assessment of the validity of the model by external experts.
Because validation is never complete (Messick, 1990), the validation of evaluation models will continue as professional evaluators use them. Convergent evidence will make the argument for validity stronger, where disconfirming evidence will make the argument weaker. 

Finally, we recommend extra steps to collect validity evidence after the creation of an evaluation model. We recommend the promotion of the use of newly developed models by professional evaluators and the collection of information about that use. In the case of IEM-IOER, the use of the newly developed model by different professional evaluators evaluating different online educational resources will provide more sources of evidence for the validity of the model. A comparative study could be conducted where some online educational resources are evaluated based on the newly developed model and others are not or others are evaluated with alternative models. Comparing the evaluation process and results can provide convergent or disconfirming evidence to validity. 

Currently, the IEM-IOER is being used by two independent entities. The National Institutes of Health is using the model to evaluate their National Diabetes Education Program Web site, and Joshua Tree Performance Improvement is using the model to evaluate the Minnesota Chapter of International Society for Performance Improvement Web site. The author will receive feedback from the users of the model, feedback that will be used to update the model and to collect more evidence of validity.
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